The evolutionary relationships and age of *Homo naledi*: An assessment using dated Bayesian phylogenetic methods
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**ABSTRACT**

*Homo naledi* is a recently discovered species of fossil hominin from South Africa. A considerable amount is already known about *H. naledi* but some important questions remain unanswered. Here we report a study that addressed two of them: “Where does *H. naledi* fit in the hominin evolutionary tree?” and “How old is it?” We used a large supermatrix of craniodental characters for both early and late hominin species and Bayesian phylogenetic techniques to carry out three analyses. First, we performed a dated Bayesian analysis to generate estimates of the evolutionary relationships of fossil hominins including *H. naledi*. Then we employed Bayes factor tests to compare the strength of support for hypotheses about the relationships of *H. naledi* suggested by the best-estimate trees. Lastly, we carried out a resampling analysis to assess the accuracy of the age estimate for *H. naledi* yielded by the dated Bayesian analysis. The analyses strongly supported the hypothesis that *H. naledi* forms a clade with the other *Homo* species and *Australopithecus sediba*. The analyses were more ambiguous regarding the position of *H. naledi* within the (*Homo, *Au.* sediba*) clade. A number of hypotheses were rejected, but several others were not. Based on the available craniodental data, *Homo antecessor*, *Asian Homo erectus*, *Homo habilis*, *Homo floresiensis*, *Homo sapiens*, and *Au. sediba* could all be the sister taxon of *H. naledi*. According to the dated Bayesian analysis, the most likely age for *H. naledi* is 912 ka. This age estimate was supported by the resampling analysis. Our findings have a number of implications. Most notably, they support the assignment of the new specimens to *Homo*, cast doubt on the claim that *H. naledi* is simply a variant of *H. erectus*, and suggest *H. naledi* is younger than has been previously proposed.

© 2016 Elsevier Ltd. All rights reserved.
1. Introduction

In late 2013 the fossilized remains of several hominin individuals were recovered from the Dinaledi chamber of the Rising Star cave system in the Cradle of Humankind World Heritage Site near Johannesburg, South Africa (Berger et al., 2015). Analyses of the craniodental and postcranial morphology of these individuals suggest that they share similarities with several species of Homo, including Homo habilis, Homo rudolfensis, Homo erectus, and Homo heidelbergensis, but are distinct enough to be assigned to a new species, which Berger et al. (2015) have named Homo naledi. So far it has not proved possible to obtain a radiometric or biostratigraphic date for H. naledi (Berger et al., 2015).

The discovery of a new hominin species raises a number of questions. One of the most important of these is “Where does the new species fit in the hominin evolutionary tree?” The answer to this question has the potential not only to shed new light on which species are our direct ancestors and which are our collateral relatives, but also illuminate the processes involved in hominin evolution. For example, phylogenetic analyses have shown that convergence has been an important factor in the evolution of the hominin skull (see e.g., Skelton and McHenry, 1992). In addition, the placement of a new species in the hominin evolutionary tree has taxonomic implications because most genus concepts hold that genera should be monophyletic (Collard and Wood, 2015).

Here, we report the first analysis of the phylogenetic relationships of H. naledi. Normally, palaeoanthropologists rely on maximum parsimony analysis to reconstruct hominin phylogenetic relationships (see e.g., Skelton and McHenry, 1992; Strait et al., 1997; Smith and Grine, 2008). However, while maximum parsimony analysis is useful for generating trees, it is not well suited to formally evaluating the relative support for different hypotheses of phylogenetic relationships, especially when fossil taxa are involved. With this in mind, we employed a relatively new, Bayesian inference-based method of phylogenetic analysis that allows phylogenetic hypotheses to be compared in a straightforward manner and with statistical rigor (Nylander et al., 2004; Pyron, 2011; Bergsten et al., 2013; Lee et al., 2014; Dembo et al., 2015). The Bayesian method of phylogenetic analysis (Rannala and Yang, 1996; Yang and Rannala, 1997) has been increasingly widely used over the last two decades to infer the relationships of extant organisms (see review by Huelsenbeck et al., 2008). Recently, its use has been extended to the study of the phylogenetic relationships of extinct taxa (Lee et al., 2014), including fossil hominins (Dembo et al., 2015).

The Bayesian method of phylogenetic analysis differs from maximum parsimony analysis in several respects. One difference concerns the treatment of character state changes. Maximum parsimony assumes that each character evolves via its own evolutionary process and therefore has its own rate of change along each branch of the tree (Steel and Penny, 2000). In contrast, common Bayesian methods require a single explicit model of character state change for all characters. The approaches also differ in relation to geological dates. In the maximum parsimony framework, geological dates can only be used a posteriori, by comparing the congruence of candidate trees and the stratigraphic record (Fisher, 2008). In contrast, geological dates can be used in the Bayesian framework to inform the expected amount of change leading to dated taxa at the inference stage (Ronquist et al., 2012a). A third crucial difference is the way in which trees are evaluated. Maximum parsimony relies on a single number—the minimum number of changes required to explain the observed differences. In the Bayesian approach, in contrast, trees are assessed and compared based on their posterior probability of being true given the data and the assumptions of the model of evolutionary change, with trees of higher probability being preferred. A recent simulation study showed that the Bayesian phylogenetic approach outperforms maximum parsimony when applied to discrete characters that are evolving at a high rate and when there are missing data (Wright and Hillis, 2014). Therefore, while further work is required to improve the model of the evolution of morphological data (see Section 4), Bayesian analysis can be expected to often produce more reliable hypotheses of relationships than maximum parsimony analysis.

Within the Bayesian framework, obtaining the posterior probability of a tree involves solving the following equation:

$$P(T, \theta | X) = \frac{P(X|T, \theta) P(T, \theta)}{P(X)}$$

(1)

where $P(T,\theta|X)$ represents the posterior probability of a particular tree ($T$) and the parameters ($\theta$) given the data ($X$). The first term on the right, $P(X|T, \theta)$, is the likelihood function, which is the probability of observing the data given the candidate tree ($T$) and attendant parameters ($\theta$). The second term, $P(T,\theta)$, is the prior probability of the tree and the parameters. $P(X)$ is the probability of the data across all possible trees and parameter values. For the second term in the numerator, we usually have few prior beliefs, and so most candidate trees and parameter values will be given equal prior probabilities. The term in the denominator is required because a Bayesian phylogenetic analysis returns a point probability for each tree and set of parameter values. The sum of these point probabilities across all possible trees and parameter values must equal 1.0. Unfortunately, we cannot calculate the overall probability of the data needed to calculate the posterior probabilities, because there is a near infinite number of possible combinations of trees and parameter values. Therefore, the posterior probabilities needed to evaluate trees (i.e., the entire right-hand side of equation (1)) are approximated using a sampling procedure known as the Markov chain Monte Carlo (MCMC) method (Yang and Rannala, 1997).

The MCMC method estimates the posterior probability of a tree as its frequency in a distribution of trees. Trees are evaluated and retained in this distribution in an iterative manner: a new tree or set of parameter values is proposed, and the resulting likelihood is multiplied by the prior probability of the tree and associated parameter values. The product is then compared to the corresponding value of the previously retained tree. If the fit to the data is better than that of the previous tree, the new tree and/or set of parameter values is retained. If it is worse, it is retained in proportion to how much worse it is (e.g., a topology that is 10X worse would have only a one in ten chance of being retained). Every time a new or unchanged tree is retained, the process is said to have produced a “generation” in a “chain,” and the retained tree becomes the tree for comparison in a subsequent step. This is usually done over millions of steps, with good combinations of trees and parameter values being retained at high frequencies in the sample, suboptimal ones retained at lower frequency, and very poor ones ignored. Multiple chains can be constructed and compared in parallel, with some (“hot”) chains being less likely to reject new candidate trees and parameters in the hope of sampling more broadly in search of optimal solutions (Beiko et al., 2006). Early on in a chain all trees may fit the data poorly, and so these early generations are usually discarded as “burn-in.” Generally, while many millions of trees are evaluated and some large proportion retained, the distributions used in analyses are usually composed of trees from a smaller subsample, such as every 1000th tree in a chain. Known as the “posterior MCMC distribution,” the retained subsample of trees and their attendant parameter values, prior
probabilities, and likelihoods allow the strength of support for individual clades to be evaluated and specific hypotheses to be compared (Bergsten et al., 2013).

In the study reported here, we employed two forms of Bayesian phylogenetic analysis. First, we conducted a dated Bayesian analysis. Developed over the last decade, this form of analysis is designed to work with samples that include fossil taxa (Pyron, 2011; Lee et al., 2014; Dembo et al., 2015). It uses geological dates associated with fossil specimens to constrain the branch lengths of non-contemporaneous taxa (Lee et al., 2014) and therefore improve estimates of the rate of evolution. The trees sampled in a dated Bayesian analysis are summarized in a maximum clade credibility (MCC) tree, which shows the posterior probability for each clade. A clade’s posterior probability is just the proportion of times the clade appears in trees in the MCMC sample. This means that the posterior probabilities of the MCC tree are coarse analogues of bootstrap values in the maximum parsimony framework.

Subsequently, we carried out a series of Bayes factor tests. A Bayes factor is a ratio of marginal likelihoods of two different hypotheses, and is interpreted as the relative ability of each hypothesis to predict the data (Kass and Raftery, 1995). A hypothesis that is more likely to lead to the observed dataset will produce a higher marginal likelihood than one that is less likely to have given rise to the observed dataset, and this will result in a high Bayes factor. In Bayes factor tests, competing hypotheses are represented as differing topological constraints on trees, and the aforementioned procedure for inferring trees is employed to produce the best fully defined hypotheses of relationship consistent with each constraint. The fits of these constrained trees to the data can then be compared. An advantage of this approach for palaeoanthropology is that ambiguity due to missing data simply leads to low Bayes factors, which indicates that the data cannot differentiate among trees (Dembo et al., 2015). In the present study, we used Bayes factor tests to compete hypotheses about the phylogenetic position of H. naledi suggested by the MCC tree. The hypotheses were converted into trees in the manner shown in Figure 1, and then the trees’ marginal likelihoods were compared (Bergsten et al., 2013; Dembo et al., 2015).

The final part of our study focused on the age of the Dinaledi fossils. An unintended but useful byproduct of dated Bayesian analysis is a “morphological clock” estimate of the age of any undated terminal node. Such ages are produced by combining the rate of change for each character derived from the underlying model, the inferred tree, and the ages of geologically-dated terminal tips on the one hand with the character states exhibited by the undated tip on the other. While morphological data have been used in concert with molecular data to estimate the age of taxa without geological dates in a number of dated Bayesian analyses (e.g., Pyron, 2011; Ronquist et al., 2012a; Wood et al., 2013), we believe the exclusive use of morphological data to generate age estimates is novel, and remains untested (see discussion in Beck and Lee, 2014; Lee et al., 2014). With this in mind, we used a jackknife resampling procedure to assess the reliability of the morphological clock age for the Dinaledi fossils yielded by the dated Bayesian analysis.

2. Materials

2.1. Morphological data

Most of the data used in the study were taken from Dembo et al. (2015), who compiled a supermatrix from craniodental matrices used in 13 previous studies (Cameron and Groves, 2004; Cameron et al., 2004; Kimbel et al., 2005; Martinón-Torres et al., 2007; Gilbert, 2008; Argue et al., 2009; Mounier et al., 2009; Zeitoun, 2009; Berger et al., 2010; Irish et al., 2013; Lordkipanidze et al., 2013). When character state codes for a given character differed among studies, Dembo et al. (2015) resolved the disagreement by favouring codes from studies that used larger samples of fossils, that recognized more polymorphic states, and that employed simpler character scoring systems. When a conflict could not be resolved via these criteria, the taxon was coded as polymorphic for that character. For studies that reported character states for individual fossil specimens, Dembo et al. (2015) used a 66% majority-rule to code characters. If less than 66% of the specimens exhibited a given character state, the species was coded as polymorphic. This approach to merging matrices is conservative because it favours ambiguity whenever...

---

Footnote 1: The term “non-contemporaneous” is used in the phylogenetics literature to refer to branches of the phylogeny that do not extend to the present (see, e.g., Wood et al., 2013).
there is disagreement among studies. In total, Dembo et al. (2015) assembled scores for 380 characters for 20 hominin taxa plus two extant hominoids, the gorilla (Gorilla gorilla), and the common chimpanzee (Pan troglodytes).

We made a number of alterations to the Dembo et al. (2015) supermatrix for the purposes of the present study. First, we merged two zygomata-related characters that we deemed too similar to be treated as independent characters. Second, we amended some of the codes for two characters related to the articular eminence. Third, we added codes for 12 additional characters for as many taxa as possible (characters 12, 46, 69, 105, 134, 258, 261, 272, 276 and 334 in Supplementary Online Material [SOM] Table S1). Seven of these characters relate to the cranium, five to the dentition, and one to the mandible. The additional characters were scored on original specimens and casts. Fourth, we added H. naledi to the matrix. We were able to score H. naledi for 123 of the characters, 73 cranial characters, 31 dental characters, and 19 mandibular characters. All 123 characters were scored on original specimens during a workshop held at the University of the Witwatersrand in May 2014. Where necessary, we adopted the 66% majority-rule to code H. naledi. Last, we used original specimens and casts to score several taxa for characters that were missing codes in the Dembo et al.’s (2015) supermatrix, paying particular attention to the 123 characters presented in H. naledi. In total, the character state data matrix used in the present study contains scores for 391 craniodental characters for 22 hominin taxa and two extant hominoids (details of the fossil hypodigms are given in the SOM). This means that, to our knowledge, the dataset is the most comprehensive qualitative character state data matrix ever assembled for the tribe Hominini.

The matrix and accompanying tables are provided in the SOM. They have also been deposited in the Dryad database (http://dx.doi.org/10.5061/dryad.d7r4g).

2.2. Geological dates

We used the oldest dates associated with the specimens that provided the morphological data to constrain the branch lengths for the non-H. naledi hominin taxa. Consequently, the dates used in this study (Table S2) do not necessarily correspond to the first appearance dates (FADs) of the taxa in the fossil record. In theory, dating the taxa on the basis of the oldest date associated with the specimens that provide the morphological data should link the scored character states with elapsed time more accurately than dating the taxa on the basis of the oldest known specimen in each hypodigm. This should, in turn, improve the estimates of the rate of evolutionary change for the characters (Ronquist et al., 2012a).

As we explained earlier, H. naledi has not been geologically dated (Berger et al., 2015). Consequently, we had to assign a date to it in a different manner. The analysis we carried out to do this is described below.

3. Analyses and results

3.1. Model parameter selection

Bayesian phylogenetic analyses are model based, so several decisions needed to be made before reconstructing the phylogeny of the hominins and evaluating the competing phylogenetic hypotheses concerning H. naledi. Specifically, we had to choose a model of character state evolution, and we had to select an appropriate clock model to infer the rate of change on the tree. Also, because H. naledi is currently undated, we had to decide how best to constrain it temporally.

We used a two-step procedure to choose the model of character state evolution, select a clock model, and temporally constrain H. naledi. First, we estimated the model likelihoods for the available options using MCMC simulation. We then compared the options using Bayes factors. A Bayes factor is calculated as twice the difference in natural logarithms of marginal likelihoods, and is interpreted on the same scale as the log-likelihood ratio test (Kass and Raftery, 1995). It is generally accepted that a Bayes factor greater than six suggests strong evidence in favour of one model over another; a Bayes factor greater than six indicates that the preferred model fits the data more than 400 times better than the alternative model (Kass and Raftery, 1995), and so is comparable to rejecting the alternative model at a p-value of less than 0.02. These analyses were conducted in MrBayes 3.2.4 (Ronquist et al., 2012b).

3.1.1. Process model. Currently, only one widely-used model of character state change is available for discrete morphological data—Lewis’s (2001) Markov k (Mk) state model. In the Mk model, characters switch among discrete states such that the probability of observing different states in a character is a truncated exponential function of time between observations.

Several of the parameters of the Mk model can be varied, and we assessed these parameters using Bayes factors before proceeding to tree generation and hypothesis comparison. One such parameter concerns characters that are phylogenetically uninformative. Morphological character state data matrices frequently include just those characters that have the potential to be informative regarding phylogenetic relationships. Characters that do not vary among the taxa and autapomorphic characters are often omitted. This sampling bias can be corrected in MrBayes by calculating conditional likelihoods based only on the parsimony-informative characters or characters with variable character states (Lewis, 2001; Nylander et al., 2004). Bayes factors (BF) indicated that the model with parsimony-informative correction was strongly preferred over both the model in which no sampling bias correction was implemented (BF = 723.28) and the model that assumed all variable characters were included (BF = 495.56). Thus, we opted to utilize the parsimony-informative correction option.

Another decision that needs to be made when implementing the Mk model is whether or not to allow characters to evolve at different rates. Heterogeneity in among-character rate of evolution can be modelled such that the rate of change for a given character can be sampled from a statistical distribution. Bayes factors strongly favoured the implementation of a gamma model of rate heterogeneity (Yang, 1994) over a model with a single rate of change assigned to all of the characters (BF = 24.84). Consequently, we implemented the model with a gamma distribution of rate heterogeneity.

3.1.2. Clock model. In a dated Bayesian analysis, dates associated with fossil specimens are used to calibrate the rate of evolutionary change. This produces branch lengths that are proportional to time (Heath et al., 2014). MrBayes offers several clock models that differ in the assumptions they make about the rate of evolutionary change. The strict clock model assumes a constant rate of change throughout the tree (Zuckerkandl and Pauling, 1962). In contrast, in the relaxed clock model, the rate of change evolves through time. In the autorecorrelated relaxed clock model (Thorne and Kishino, 2002), the descendant nodes evolve at a rate that is sampled from a distribution centred on the inferred rate of the ancestral branch. In the uncorrelated relaxed clock model (Drummond et al., 2006), the rate for each branch is sampled from an exponential distribution. Bayes factors indicated that the uncorrelated relaxed clock model was strongly preferred over the strict clock model (BF = 79.56), and that the uncorrelated relaxed clock model was better than the autocorrelated relaxed clock model (BF = 42.54). Based on these results, we decided to use the uncorrelated relaxed clock model in the main analyses.
The use of a relaxed clock model requires an additional parameter to model how nodes appear throughout the tree. A uniform prior on node times assumes that a node has equal probability of appearing across the interval between the time of its parent node and its oldest daughter node. A birth-death prior assumes that lineages arise and go extinct according to a stochastic process with parameters for speciation and extinction. Based on Bayes factors, the use of birth-death prior on node times was preferred over a uniform prior on node times (BF = 17.59), and we therefore included the prior probability of birth-death trees in our evaluation of candidate trees (see discussion of Equation (1) above).

Because *H. naledi* does not currently have an independent geological date, we used Bayes factor tests to assess four different potential age priors for this taxon. In the first model, we assumed that *H. naledi* could be as old as the oldest hominin species, and so *H. naledi* was assigned a uniform prior from 7.24 Ma (millions of years ago) to the present. In the second model, *H. naledi* was allowed to be as old as the oldest Australopithecus specimen in the sample, and thus the *H. naledi* node was given a uniform prior from 4.17 Ma to the present. In the third model, we assumed that *H. naledi* could be as old as the oldest *Australopithecus* specimen in the sample, and thus the *H. naledi* node was given a uniform prior from 4.17 Ma to the present. In the last model, we treated *H. naledi* as a modern taxon. This model assumed that the *H. naledi* tip could not be older than the present. The Bayes factor tests indicated that there were no significant differences in the marginal likelihood values among the four models (Table 1 and Figs. S1–S4). Given this, we opted to use the “7.24 Ma to present” prior because it was the least likely to bias the placement of *H. naledi*.

### 3.2. Dated Bayesian analysis

Based on results of the preliminary analyses, we inferred trees using characters modelled to evolve under the Markov k model with a gamma-distributed among-character rate variation, correcting for the sampling bias for parsimony-informative characters. Of the 391 characters, 288 were treated as unordered and 103 as ordered. The polymorphic characters were treated as uncertainty in the character coding in the dated Bayesian analysis. The uncorrelated clock-model was employed to calibrate the tree, and the birth-death model was used as the prior on node times. We used a normally distributed clock rate prior with a mean of 0.2 and a standard deviation of 0.02. The hominin taxa were treated as non-normal clock rate prior with a mean of 0.2 and a standard deviation of 0.02. The hominin taxa were treated as non-

### 3.3. Comparison with maximum parsimony and undated Bayesian analyses

Given that the Bayesian Mk method outperforms maximum parsimony when applied to discrete characters that are evolving at a high rate and when there are missing data (Wright and Hillis, 2014), it seems likely that a Bayesian analysis will produce more accurate reconstructions of fossil hominin phylogenetic relationships than a maximum parsimony analysis. As a check, we carried out two additional analyses: an undated Bayesian analysis and a maximum parsimony analysis. These analyses are reported in detail in the SOM. Briefly, the topological differences among the summary

---

**Table 1**

<table>
<thead>
<tr>
<th>Models</th>
<th>Age prior (Ma)</th>
<th>Marginal likelihood</th>
<th>Bayes factor</th>
<th>Tip date (ka)</th>
<th>95% HPD on tip date (Ma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>As old as the oldest hominin</td>
<td>Uniform (0, 7.24)</td>
<td>-2563.66</td>
<td>BF = 1.52</td>
<td>912</td>
<td>0–2.39</td>
</tr>
<tr>
<td>As old as the oldest australopith</td>
<td>Uniform (0, 4.17)</td>
<td>-2563.54</td>
<td>BF = 1.28</td>
<td>909</td>
<td>0–2.37</td>
</tr>
<tr>
<td>As old as the oldest <em>Homo</em></td>
<td>Uniform (0, 2.33)</td>
<td>-2563.10</td>
<td>BF = 0.40</td>
<td>801</td>
<td>0–1.94</td>
</tr>
<tr>
<td>As extant species</td>
<td>Fixed (0)</td>
<td>-2562.90</td>
<td>No evidence to reject model</td>
<td>0</td>
<td>–</td>
</tr>
</tbody>
</table>

* The marginal likelihoods and Bayes factors of the different age prior models evaluate the fit between the model and the data. The terminal date for the *H. naledi* branch is presented as the tip date along with the 95% high posterior density (HPD) interval.
trees yielded by the three analyses (Figs. 2, S5 and S7) are consistent with what we expect based on the differences among the methods (e.g., the use of a model of character evolution in the Bayesian analyses versus no model of character evolution in maximum parsimony analysis, and the use of FAD-constrained rates of evolutionary change in the dated Bayesian analysis versus unconstrained rates of evolutionary change in the undated Bayesian analysis). Such consistency lends further support to the Bayesian results. Less theoretically compelling but perhaps more intuitively satisfying, all three analyses place H. naledi in a clade with the widely recognized species of genus Homo.

3.4. Bayes factor tests

We carried out two Bayes factor tests. The goal of the first was to evaluate the strength of support for the hypothesis that H. naledi forms a clade with the other species of Homo and Au. sediba, as suggested by the MCC tree topology. Using the approach discussed earlier, we compared two hypothetical trees (Fig. S8). In one, the topology was constrained so that H. naledi was part of a clade that included the other Homo taxa (i.e., H. antecessor, African H. erectus, Asian H. erectus, Georgian H. erectus, H. floresiensis, H. habilis, H. heidelbergensis, H. neanderthalensis, H. rudolfensis and H. sapiens) and Au. sediba. In the other, the topology was constrained in such a way that H. naledi was excluded from a clade containing the other Homo taxa and Au. sediba.

In the second Bayes factor test, we assessed the strength of support for the potential sister group relationships of H. naledi within the (Homo, Au. sediba) clade (Fig. S9). To accomplish this we constructed hypothetical trees in which H. naledi was constrained to be the sister taxon of each of the other species in the (Homo, Au. sediba) clade, and then compared the strength of support for these trees in turn.

Some frequently used methods of estimating marginal likelihoods, such as the harmonic mean method (Newton and Raftery, 1994), are known to be biased and to overestimate marginal likelihoods (Xie et al., 2011; Baele et al., 2013). With this in mind, we took advantage of a new method (Stepping stone Importance Sampling) that allows for a broader sampling of the MCMC and provides a more accurate estimate of the marginal likelihoods (Fan et al., 2011; Xie et al., 2011). We used 50 steps, each consisting of 392,100 generations, with samples taken every 100 generations. The 3920 samples from the first of 50 steps were discarded as burn-in. The first 980 samples from all subsequent steps were also discarded for the same reason. For each stepping-stone sample, we conducted four independent runs. Each run involved one cold chain and three heated chains. The marginal likelihood was computed as the arithmetic mean of the four runs. The marginal likelihoods were then used to calculate the Bayes factor. Once again, the analyses were carried out in MrBays 3.2.4.

The results of the first Bayes factor test were unambiguous (Table 2): they strongly support the indication from the MCC tree that H. naledi is nested within a clade consisting of the other Homo taxa and Au. sediba (BF = 10.22).

In the second set of Bayes factor tests, the tree in which H. naledi was constrained to be the sister of Au. sediba had the highest marginal likelihood. Compared to this tree, we were able to reject the trees in which H. naledi was constrained to be the sister taxon of African H. erectus (BF = 7.52), Georgian H. erectus (BF = 8.44), H. heidelbergensis (BF = 11.54), H. neanderthalensis (BF = 10.06), or H. rudolfensis (BF = 9.50). However, we could not reject the trees in which H. naledi was constrained to be the sister taxon of H. antecessor, Asian H. erectus, H. habilis, H. floresiensis, or H. sapiens (all BF < 6). Thus, the Bayes factor tests narrowed down the possibilities but did not identify the sister taxon of H. naledi within the (Homo, Au. sediba) clade. They indicated that H. antecessor, Asian H. erectus, H. habilis, H. floresiensis, or H. sapiens could all be the sister taxon of H. naledi.

3.5. Estimating the age of H. naledi

Using the “7.24 Ma to present” prior, the dated Bayesian analysis placed the age of H. naledi at 912 ka (thousands of years ago), with a 95% high posterior density (HPD) interval between 0.000 and 2.388 Ma (Table 1).

To evaluate the accuracy of this estimate, we used a jackknife resampling procedure. This involved iteratively removing the geological dates associated with non-H. naledi hominin taxa to mimic the situation with regard to H. naledi, and then estimating the ages of non-H. naledi hominin taxa by dated Bayesian
phylogenetic analysis. Subsequently, the estimated ages were statistically compared with the geological dates to assess the overall accuracy of the morphological clock.

Twenty hominin and two outgroup taxa were included in the jackknife analysis. The two hominin taxa that were excluded were *Sahelanthropus tchadensis* and *H. naledi*. Because we used the geological date associated with *S. tchadensis* as the upper limit of a uniform distribution for the root age of the hominins, there was reason to expect its morphological clock date would be biased towards younger ages.

*Homo naledi* had to be excluded because it lacks a geological date.

Four independent, 20 million MCMC-generation runs were performed in each jackknife iteration. A “7.24 Ma to present” prior was used for the focal taxon in the MCMC analyses. Each MCMC run consisted of one cold and three heated chains that could contribute to the cold chain, and we sampled the cold chain every 1000 generations. Convergence in the runs was assessed using MrBayes’s convergence diagnostics and Tracer v.1.6 (Rambaut et al., 2014). We discarded the first 25% of the sampled trees in each run as burn-in.

Once the MCMC analyses were conducted, the tip date for the focal taxon was recorded. Subsequently, we used correlation analysis to compare all the morphological clock dates to the geological dates associated with the fossil taxa. The dated Bayesian analyses were carried out in MrBayes 3.2.4, while the inferred and geological ages were compared using Pearson correlation in the base R package (R Core Team, 2015).

The results of the morphological clock resampling analyses are presented in Figure 3 and Table 3. The dates estimated from the calibrated morphological clock are strongly correlated with the geological dates associated with the geological FADs for the hominin species ($r^2 = 0.56$). This supports the morphological clock age estimate of 912 ka for *H. naledi*.

![Figure 3](image.png)

**Table 2**

<table>
<thead>
<tr>
<th>Interpretation</th>
<th>Marginal likelihood</th>
<th>Bayes factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strong evidence to reject model</td>
<td>-2550.84</td>
<td>10.22</td>
</tr>
<tr>
<td>Evidence not strong enough to reject model</td>
<td>-2555.95</td>
<td>0.24</td>
</tr>
<tr>
<td>Strong evidence to reject model</td>
<td>-2559.68</td>
<td>7.52</td>
</tr>
<tr>
<td>Evidence not strong enough to reject model</td>
<td>-2558.91</td>
<td>5.98</td>
</tr>
<tr>
<td>Strong evidence to reject model</td>
<td>-2560.14</td>
<td>8.44</td>
</tr>
<tr>
<td>Evidence not strong enough to reject model</td>
<td>-2557.68</td>
<td>3.52</td>
</tr>
<tr>
<td>Strong evidence to reject model</td>
<td>-2559.90</td>
<td>5.96</td>
</tr>
<tr>
<td>Evidence not strong enough to reject model</td>
<td>-2561.69</td>
<td>11.54</td>
</tr>
<tr>
<td>Strong evidence to reject model</td>
<td>-2560.95</td>
<td>10.06</td>
</tr>
<tr>
<td>Strong evidence to reject model</td>
<td>-2560.67</td>
<td>9.50</td>
</tr>
<tr>
<td>Evidence not strong enough to reject model</td>
<td>-2557.35</td>
<td>2.86</td>
</tr>
<tr>
<td>Best model</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* A Bayes factor greater than 6 indicates strong evidence against a tree model compared to the best model.
It should be noted that the jackknife analysis was conducted prior to the publication of the new dates for H. floresiensis (Sutikna et al., 2016). As such, the geological date associated with H. floresiensis is younger 19 kya (Table 3). Using the new date for H. floresiensis in the correlation analysis did not have a significant impact on the $r^2$ value (it increased by just 0.004, from 0.564 to 0.568). This suggests that the new date is very unlikely to change the key findings of the present study.

4. Discussion

We investigated the phylogenetic relationships of the recently announced species H. naledi using a large supermatrix of craniodental characters and Bayesian phylogenetic methods. We began by inferring the phylogeny of all the fossil hominins. The 60,000 trees sampled during this analysis suggest that H. naledi is sister to a clade that includes H. antecessor, H. heidelbergensis, H. neanderthalensis, and H. sapiens, and that these species are nested within a clade formed by Homo species and Au. sediba (Fig. 2).

Table 3

<table>
<thead>
<tr>
<th>Species</th>
<th>Geological date (Ma)</th>
<th>Morphological clock date (Ma)</th>
<th>Difference (millions of years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ardipithecus ramidus</td>
<td>4.419</td>
<td>4.463</td>
<td>0.044</td>
</tr>
<tr>
<td>Australopithecus anamensis</td>
<td>4.170</td>
<td>3.508</td>
<td>0.662</td>
</tr>
<tr>
<td>Australopithecus afarensis</td>
<td>3.770</td>
<td>2.111</td>
<td>1.659</td>
</tr>
<tr>
<td>Kenyapithecus platyops</td>
<td>3.500</td>
<td>1.159</td>
<td>2.341</td>
</tr>
<tr>
<td>Australopithecus africanus</td>
<td>3.030</td>
<td>3.712</td>
<td>0.702</td>
</tr>
<tr>
<td>Paranthropus aethiopicus</td>
<td>2.700</td>
<td>2.210</td>
<td>0.490</td>
</tr>
<tr>
<td>Australopithecus garhi</td>
<td>2.500</td>
<td>3.712</td>
<td>1.212</td>
</tr>
<tr>
<td>Homo habilis</td>
<td>2.330</td>
<td>2.773</td>
<td>0.443</td>
</tr>
<tr>
<td>Paranthropus boisei</td>
<td>2.300</td>
<td>1.101</td>
<td>1.199</td>
</tr>
<tr>
<td>Homo rudolfensis</td>
<td>2.050</td>
<td>1.619</td>
<td>0.431</td>
</tr>
<tr>
<td>Australopithecus sediba</td>
<td>1.977</td>
<td>1.486</td>
<td>0.491</td>
</tr>
<tr>
<td>Paranthropus robustus</td>
<td>1.900</td>
<td>1.366</td>
<td>0.534</td>
</tr>
<tr>
<td>Georgian Homo erectus</td>
<td>1.810</td>
<td>1.157</td>
<td>0.653</td>
</tr>
<tr>
<td>African Homo erectus</td>
<td>1.650</td>
<td>1.257</td>
<td>0.393</td>
</tr>
<tr>
<td>Asian Homo erectus</td>
<td>1.500</td>
<td>1.047</td>
<td>0.453</td>
</tr>
<tr>
<td>Homo antecessor</td>
<td>0.938</td>
<td>0.969</td>
<td>0.031</td>
</tr>
<tr>
<td>Homo heidelbergensis</td>
<td>0.600</td>
<td>0.550</td>
<td>0.050</td>
</tr>
<tr>
<td>Homo sapiens</td>
<td>0.195</td>
<td>0.491</td>
<td>0.296</td>
</tr>
<tr>
<td>Homo neanderthalensis</td>
<td>0.130</td>
<td>0.512</td>
<td>0.382</td>
</tr>
<tr>
<td>Homo floresiensis</td>
<td>0.019</td>
<td>1.354</td>
<td>1.335</td>
</tr>
</tbody>
</table>

* Dates were estimated from the calibrated morphological clock for each of the fossil hominin species. Positive values indicate a date overestimated by the morphological clock while the negative values indicate a date underestimated by the morphological clock.

The results of the present study have implications beyond the inclusion of H. naledi in a clade formed by Homo and Au. sediba, and the estimate of its age. Perhaps the most obvious of these concerns the genera to which H. floresiensis and Au. sediba are assigned. Given that the MCC tree recovered a clade formed by the various species of Homo and Au. sediba, with H. floresiensis as the most basal lineage, the species in the genus Homo may form a paraphyletic group. Since all of the genus concepts that are currently in use in paleoanthropology agree that genera should be monophyletic (Collard and Wood, 2015), such a placement would suggest that either Au. sediba should be included in the genus Homo or H. floresiensis should be excluded from the genus. However, given
that we used only cranial characters in our analyses it would be sensible to revisit this issue after carrying out a phylogenetic analysis using a broader range of characters.

We conclude with a short list of suggestions for future research. One task concerns the low posterior probability values for parts of the MCC tree (Fig. 2). This may be due to the fact that the dataset has numerous empty cells and a large number of polymorphic characters. Alternatively, the low posterior values may be caused by the presence of “wildcard” taxa that move around in the trees. In addition, the dataset likely contains conflicting signals as a result of convergence, parallelism, and/or homoiology (Lieberman, 1999; Lockwood and Fleagle, 1999; Collard and Wood, 2001). Determining the influence of these contributors to low clade support will require further work. Reducing the number of empty cells in a data matrix that contains numerous fossil species is always going to be difficult. However, reducing the number of polymorphic characters should be easier, given that many arise because of disagreements among the datasets that were used to compile the supermatrix, and thus are likely due to differences of opinion among researchers. It should be possible to resolve many of these coding disagreements through quantification and statistical analysis. For those that cannot be resolved in this manner, the use of a panel of coders offers an interim way forward. If the MCC tree still has numerous low posterior probability values after the number of polymorphic characters has been reduced, it will be reasonable to conclude that conflicting signal among characters is the cause, with all that that implies.

A second avenue for future research is to add postcranial characters to the supermatrix. While our supermatrix is the largest qualitative dataset assembled to date, it contains only characters of the skull. The omission of postcranial data is problematic and these data should be added in future phylogenetic studies in order to assess total morphological pattern. The fossil material recovered from the Dinaledi chamber includes well-preserved postcranial remains with a unique combination of Australopithecus-like and Homo-like features (Berger et al., 2015; Harcourt-Smith et al., 2015; Kivell et al., 2015). As such, additional data on postcranial morphology may improve the power to discriminate among the hypotheses evaluated in the second part of this study.

Last, we need to develop better models of diversification and morphological character evolution. This process has already begun (e.g., Gavryushkina et al., 2014), but considerably more work is required. With regard to models of morphological character evolution, we know that various regions of the hominin cranium are integrated and so we expect covariation among cranial characters due to genetic, developmental, and functional constraints (Mitteroecker and Bookstein, 2008). But we do not have the relevant information to accommodate this in any phylogenetic inference framework at present. Fine-grained information on how shared developmental pathways influence covariation among craniodental characters would allow for a more complex model of character evolution in which the rates of evolution covary among characters and in different parts of the tree, analogous to the covarian models available for molecular data (Pagel and Meade, 2008). We suspect that models based on developmental data would significantly improve the support for hominin evolutionary relationships.
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